Enhancing the Classification of EEG Signals using Wasserstein Generative Adversarial Networks
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Abstract—Collecting EEG signal data during a human visual recognition task is a costly and time-consuming process. However, training good classification models usually requires a large amount of quality data. We propose a data augmentation method based on Generative Adversarial Networks (GANs) to generate artificial EEG signals from existing data, in order to improve classification performance on data collected during a visual recognition task. We evaluate the quality of the artificially generated signal in terms of the accuracy of a Convolutional Neural Network-based classifier that uses both real and augmented data to classify the outcome of the cognitive task. The preliminary results suggest that the introduction of artificially generated signals have a positive effect on the performance of the classifier. Moreover, we provide a method to quantify the level of information which indicates that the generated signals indeed follow the properties of the real ones.

I. INTRODUCTION AND PROBLEM STATEMENT

It is widely known that Machine Learning models require a large quantity of high-quality data in order to produce state of the art results. Neuroscience is the domain which constitutes both a source of inspiration, but also a very challenging, yet attractive application domain for Deep Learning methods. One downside when applying Deep Learning strategies on Neuroscience data is that the data collection process is very costly and time consuming. Also, depending on the technique used during collection, the signals might be affected by external factors and thus they might contain unwanted noise. Additionally, the ability of the algorithm to generalize on this domain is generally limited because the variability of neural activity and interaction is very high among individuals. For addressing all these problems, this paper proposes the use of a data augmentation technique.

Data augmentation has proved to be extremely useful in adding variety to the original data and multiplying the number of examples which were originally captured. The Generative Adversarial Networks (GANs) [1] were first developed in the Computer Vision domain for producing new examples which respected an initial distribution of the features, but were extremely different from the original ones. Following its initial success, the method started to be expanded and applied in other domains too.

One of the goals when analysing brain signals is to gain insight into how neurons communicate while performing a cognitive task, such as object recognition. One step in this process is to build models which try to capture the real interaction between neurons or neural areas. However, it is difficult to evaluate whether the models encode indeed the neural interaction. An indirect solution to this is to further use that information in a classification task. Additionally, the hypothesis is that - by appropriately analysing the knowledge encoded in those models - one might achieve a better understanding of how the brain processes visual information. To that end, this paper explores the possibility of using Wasserstein GANs (WGANs) [2] for generating synthetic signals for enhancing the classification results on a visual recognition task, using data from ElectroEncephaloGram (EEG) recordings.

II. STATE OF THE ART

Initially explored in the Computer Vision domain, Generative Adversarial Networks [1] have quickly replaced Variational Auto-Encoders (VAEs) [3] as data augmentation strategies, as they were found to provide better variety in the training data, thus boosting the performance of learning algorithms. Initially, VAEs managed to capture relevant features for low-sized images, but did not manage to focus on details, this being
The main reason why an update to this method was needed. The instability that GANs initially provided was their main disadvantage, as they exhibited vanishing gradients during training, resulting in blurred and heavily noised outputs.

For solving these problems, different techniques for shortening the distance between the probability distributions of the generated against the real data were proposed. Deep Convolutional Generative Adversarial Networks (DCGANs) [4] managed to increase the quality of the resulting images by introducing Convolutional layers into the Discriminator’s and Generator’s architectures. Two variants of GANs have evolved relying mostly on the distance between the generated and real data: MMD GAN [5] which uses the Maximum Mean Discrepancy as the distance metric and Wasserstein GANs (WGANs) [2] which uses the Wasserstein distance. All of these GAN’s variations have managed to overcome the instability problems and produced high-quality results in the Computer Vision domain. An increased focus started to be shifted towards generating synthetic data in the medical domain. [6] managed to improve the accuracy of a liver lesions classifier by introducing generated images using GANs. [7] explored further the potential of using Generative Adversarial Networks as data augmentation techniques concluding that a Decision Tree classifier obtained equal or even better accuracy using only generated data compared to the same classifier trained on the original data.

Regarding the generation of EEG signals, to the best of our knowledge, there have been two attempts – [8] and [9] – which tackled the problem of signals generation. [8] has used a mixture of DCGAN and WGAN, managing to generate well-shaped signals which respected the original signals’ properties, while [9] has used only WGANs and obtained promising results from a visual point of view. One problem is that the generated signals were evaluated only from a visual perspective and it was not quantified whether they managed to capture the truly relevant information. From the classification perspective, to the best of our knowledge, there is no up-to-date work which has proved that artificial signals would enhance the classification results on a cognitive task.

### III. MATERIALS AND METHODS USED

#### A. Dataset Description

High-density (128 electrodes) electroencephalographic (EEG) signals were recorded @1024 samples/s from healthy human volunteers with a Biosemi ActiveTwo system. Human subjects were freely exploring visual stimuli consisting of deformed lattices of dots representing objects [visual stimuli were presented on a 22” monitor 1680x1050@120fps; distance 1.12m]. The task of the subjects was to indicate a perceptual decision by pressing one of three buttons congruent with their perception (“nothing”, “uncertain”, “seen”). A similar protocol was described elsewhere [10]. The protocol was approved by the Local Ethics Committee (approval 1/CE/08.01.2018). Data was collected in accordance with relevant legislation: Directive (EU) 2016/680 and Romanian Law 190/2018.

The main electrodes which have been studied were the ones corresponding to the Occipital Lobe. In this paper we used segments having duration of 500ms – for speed and memory efficiency. We have divided the frequency range of brain rhythms into three categories, spanning the low range (Delta and Theta), the intermediate range (Alpha and Beta), and the high range (Gamma). While delta-theta and alpha-beta may be expressed differently throughout the visual task, we grouped these rhythms together due to computational constraints. Nevertheless, such rhythms can coexist independently of each other in the EEG signal [11] and therefore keeping them together is not expected to harm the ability of the GAN to learn or extract information from each of these components.

Each subject has 210 trials and each trial has one of three possible labels: Unseen, Uncertain and Seen. The focus is towards the first and third class – as they represent the majority of the samples. The number of examples per class varies from subject to subject.

#### B. Data Preprocessing

As the brain connections when performing a specific task most certainly vary between subjects, the data recorded is also extremely different from subject to subject. Blinking artifacts might affect the quality of the recorded signals. For avoiding the inclusion of noisy signals, which might affect the classification process, Principal Component Analysis (PCA) was used. In order to not have to make a distinction between the signals as we do not know which are worth keeping and which contain noise, we will filter out all the signals for a subject. Because the sampling frequency is 1024Hz, for taking 1 second of data a vector of 1024 elements will be used, so for representing 500ms a 512 elements sized vector is taken. By applying PCA on this vector, its size will be reduced in a 2D space for being able to both compute the distance between the signals and visualize their representation. For computing the signal variability per subject, the following formula was used:

\[
V = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \text{dist}(\text{signal}(i), \text{signal}(j))
\]

where \(N\) represents the total number of signals for a given subject and \(\text{dist}\) is the Euclidean Distance.

By computing the mean of all subjects’ variety a threshold \(T\) was obtained and it will be used to eliminate the subjects which have the data too variable for training.

#### C. Generative Adversarial Networks

The Generative Adversarial Networks [1] consist of two Neural Networks [12] which have a similar layered architecture and are competing against each other, each one having a different goal. The first one is called the Discriminator and has the goal of recognizing correctly the fake against the real EEG signals. The second one is called the Generator and aims to produce from a randomly distributed noise a high-quality signal (i.e. the fake signal) as similar as possible to
Due to the Discriminator’s likeliness to either predict from the beginning the correct class extremely well or not being able to recognize anything at all, early day GANs tended to collapse due to vanishing gradients for both the Generator and the Discriminator. This problem is solved in Wasserstein GANs [2], providing enhanced stability during training. The main focus of this enhanced method was oriented towards bringing the probability distribution of the fake signals as close as possible to that of the real signals. The minimax problem can be stated as below:

$$\min_G \max_D \mathbb{E}_{x \sim P_r}[D(x)] - \mathbb{E}_{\tilde{x} \sim P_g}[D(\tilde{x})],$$

(2)

where $\mathcal{D}$ denotes a set of 1-Lipschitz functions and $\tilde{x}$ represents generator’s distribution.

The architecture used in this paper for both networks consists in a chaining of Fully Connected and Leaky ReLU layers. The Discriminator has five blocks with these layers and it will output a value representing the learnt distance between the two provided signals. The lower this distance, the more the Generator will have to improve for enhancing the generated signals. On the other side, the Generator is provided with a 400 sized normally distributed noise from which it will learn to produce a new signal of size 512. It consists of three different blocks connected at the end by a Fully Connected layer for producing the final signal. A visual representation of both the Discriminator and Generator architectures is represented in Fig 1.

For being able to analyze each band in particular, six different Generators were used, three for generating the phases of those bands and three for the magnitudes. By using Inverse Fast Fourier Transform the original signals could be reconstructed based on both generated phases and magnitudes. The whole process of generating an EEG Signal is represented in Fig. 2.

D. Classification

The classification of the signals is done by a Deep Neural Network, consisting of 4 Convolutional blocks, each block having a Convolutional layer, followed by a Batch Normalization, Leaky ReLU and a Dropout layer. Because we aim at classifying signals which are represented as a vector, 1D Convolutional layers were used for learning to extract the high-level features of the EEG signals and also diminishing the noise which they might possess. Dropout layers have been used to avoid overfitting by randomly deactivating neurons, forcing the important features for the classification task to be learned in a distributed manner. In this way, there will not be neurons which play a crucial role in the classification process as all of them have equally learnt important features. At the end of the pipeline there are two Fully Connected layers which need to combine the features learnt by the Convolutional layers in order to produce a prediction based on the given signal. The architecture of the classifier is presented in Fig. 3. The number of layers and neurons were obtained via empirical evaluations and are presented in Table I.

IV. Empirical Evaluations

This section focuses on assessing whether the generated EEG signals help a classifier to better predict the real signals. Moreover, the generated signals are visually inspected in the
spectral domain for analyzing whether they respect the power frequencies of the real signals. Two electrodes, **A23 (which is Oz)** and **A24 (just below electrode A23)**, will be analyzed, both placed in the occipital lobe, as this is where the cognitive task is rooted. The training of the WGAN is done by using all the signals of a single recognition outcome from the filtered subjects. For evaluating the classifier, one subject out of the filtered ones will be inserted into the test set and the classifier will be trained using the rest of them. In this way, by having each subject in the test set, the ability of the classifier to generalize will be tested. This process is repeated until each subject has been in the test set. For proving the robustness of the algorithm the presented steps were repeated twelve times and the mean of the results was taken into account for comparing the results.

**A. Training Considerations**

The training of the Generator and Discriminator was done in 12000 epochs, all the signals for a recognition outcome being in the train dataset. The batch size used for training is 64. Every fifth batch the generator is being trained, in this way the discriminator is allowed to learn the distance metric between the fake and the real signals. The penalty term $E$ was selected to be 0.001 for maintaining the Discriminator centered at 0. The optimizer which was used is **Adam** for all the discriminators and generators with a learning rate of 0.00001. The training is done for **200** epochs to avoid overfitting. Also, it is mandatory to keep the number of epochs constant after introducing the generated data in order to be able to make a comparison whether the generated signals helped in increasing the classifier’s accuracy. The number of signals per batch is **16**.

**B. Assessing the Quality of the Generated Signals**

The first method for ensuring that the Generator has managed to capture relevant features of the original signal is to compare the power of each generated frequency with the power of the real frequency, this comparison being done in the spectral domain. In Fig. 5 all the Seen signals for the remained subjects were taken. The mean of the power of the frequencies was computed per subject and plotted. Fig. 5 depicts how diverse the powers are across the subjects. After that, on the same state, the mean of all the power values for each frequency of both generated and real signals were computed and compared. It can be observed in Fig. 6 that some powers of the generated signals are close to the values of the real ones, but are not overlapping as the GAN has managed to mediate between the variation which is present in the real data. The frequencies where the powers are overlapped should gain a greater focus as they were better reproduced by the GANs and might contain a higher level of information.

**C. Classification Evaluation**

One problem in evaluating the quality of the signals by the classification performance is that the test data set is imbalanced, so the accuracy might not be the best metric to evaluate the performance of the classifier. However, we argue that an increased value in the accuracy will prove the assumption that synthetic data helps the classifier.
Five different experiments were conducted building on top of each other:

- Training only on raw signals.
- Inserting generated signals which contain only Delta + Theta bands.
- Inserting generated signals which contain only Alpha + Beta bands.
- Inserting generated signals which contain only Gamma band.
- Inserting generated signals which contain all bands.

Table II and Table III show the results of the classification process on two different electrodes placed in the Occipital Lobe. The rows of the tables represent the five experiments which were previously presented and each column shows the result of the classification when that subject was in the test set. It can be seen that by adding generated signals the classifiers’ predictions are more accurate. The biggest increase in the accuracy occurs when only Gamma band was used for reconstructing the signals which might indicate that the highest quantity of information is present in this band. For some subjects there is no distinguishable separation between the two states and this emerges in the discrepancy between the accuracies from subject to subject. The two electrodes were chosen because they reflect areas that play an important role in the human image processing process, being part of the primary visual area. Improvements in the classification process were only seen on electrodes which are known to be important in the cognitive task performed by the human brain.

### V. Discussion

In this paper we explored the possibility of generating artificial signals which capture the relevant properties of the real ones. The quality of the generated signals was tested on a classification task, observing whether the introduction of EEG signals, produced by a Generative Adversarial Network model, boosts the performance of the classifier. By using a simple WGAN architecture, we have shown significant improvements in the classification accuracy. From a Neuroscience perspective, the next step in evaluating the benefits which GANs might bring in this domain could be focused around building functional networks from the synthetic signals.

The evaluations performed aimed to assess the ability of the classifier to generalize from subject to subject and its robustness. The high variations in the results are due to low activation for some subjects of the electrodes while performing the recognition task, not providing a clear enough separation between the different class instances. Also, the simple architecture used for classification might also affect the classification results, but the goal was to study the performance increase when introducing generated signals, and this increase is clearly visible in the results.

### VI. Conclusion

Data augmentation has become an essential practice when training deep models, due to its role in improving model generalization by increasing the training data variability and volume. One application domain which would greatly benefit from an effective augmentation strategy is Neuroscience, where data collection is slow and expensive, and the available recording means are prone to noise. In this paper we explored the idea of using WGANs to generate artificial EEG signals with the aim of improving classification accuracy. We measured the quality of generated signals in the spectral domain and have
shown that they help a classifier in better predicting between two classes.

We assessed the effectiveness of the method by evaluating the gain in classification performance and estimating the properties of the generated signals by evaluating them in the spectral domain. The results indicate that WGAN represents a reliable source for producing high-quality EEG signals and the Neuroscience domain might benefit from this augmentation strategy.
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